Cross-Domain Classification of Moral Values

Values explain our differences Value expressions are domain dependent

I'm a liberal and I'm a conservative and safety belts,

| value community. | value independence. speed limits
Safety is
Important
to me. —

Individual welfare is important to me.

mouth masks,

social distancing
And that's why taxes And that’s why taxes
should be increased! should be decreased! —> °%cc)>

Cross-domain value classification with multiple annotators
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#hate #Baltimore #ALM #BLM #MeToo #hurricane #elections
speech protests Sandy 2016

Experiments with combinations of datasets and training modalities
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Takeaways

A value classifier can generalize to novel Pretraining a value classifier yields smaller In the majority of classification errors, at
domains, but its performance improves even confusion among the moral values less least one annotator agrees with the model
when finetuned with a small portion of data. frequent in the novel domain. prediction.

Pretraining a value classifier yields good Catastrophic forgetting occurs even when We need to investigate methods for
performance even when little training data finetuning on a small portion of data from incorporating annotators (dis-)agreement
is available. the novel domain. in the model training.
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